


Foundational Technology for Responsible

Engineering

Fundamentals of Engineering Al-Enabled Systems

Holistic system view: Al and non-Al components, pipelines, stakeholders, environment interactions, feedback loops

Requirements:

System and model goals
User requirements
Environment assumptions
Quality beyond accuracy
Measurement

Risk analysis

Planning for mistakes

Architecture + design:
Modeling tradeoffs
Deployment architecture
Data science pipelines
Telemetry, monitoring
Anticipating evolution
Big data processing
Human-Al design

Quality assurance:
Model testing

Data quality

QA automation
Testing in production
Infrastructure quality
Debugging

Operations:
Continuous deployment
Contin. experimentation
Configuration mgmt.
Monitoring

Versioning

Big data

DevOps, MLOps

Teams and process: Data science vs software eng. workflows, interdisciplinary teams, collaboration points, technical debt

Responsible Al Engineering

Provenance, Safety
versioning,
reproducibility

Security and
privacy

Fairness Interpretability
and explainability

Transparency
and trust

Ethics, governance, regulation, compliance, organizational culture




Readings

Required readings

e Sculley, D., Holt, G., Golovin, D., Davydov, E., Phillips, T., Ebner,
D., Chaudhary, V., Young, M., Crespo, J.F. and Dennison, D., 2015.
Hidden Technical Debt in Machine Learning Systems. In Advances
in neural information processing systems (pp. 2503-2511).


http://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf

Learning Goals

e Judge the importance of data provenance, reproducibility and
explainability for a given system

e Create documentation for data dependencies and provenance in a
given system

e Propose versioning strategies for data and models

e Design and test systems for reproducibility



Case Study: Credit Scoring



DHH & X
_ @dhh - Follow

The @AppleCard is such a fucking sexist program. My
wife and | filed joint tax returns, live in a community-
property state, and have been married for a long time.
Yet Apple’s black box algorithm thinks | deserve 20x
the credit limit she does. No appeals work.

8:34 PM - Nov 7, 2019 ®

@ 227K @ Reply (2 Copy link

Read 1.1K replies


https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/intent/follow?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&screen_name=dhh
https://twitter.com/dhh/status/1192540900393705474?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/AppleCard?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh/status/1192540900393705474?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://help.twitter.com/en/twitter-for-websites-ads-info-and-privacy
https://twitter.com/intent/like?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&tweet_id=1192540900393705474
https://twitter.com/intent/tweet?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&in_reply_to=1192540900393705474
https://twitter.com/dhh/status/1192540900393705474?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192540900393705474%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fs2025%2Fs2025%2Flectures%2F_static%2F15_provenance%2Fprovenance.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F

DHH & B - Nov 8, 2019 X
@dhh - Follow

" Replying to @dhh
| wasn’t even pessimistic to expect this outcome, but here we are:
@AppleCard just gave my wife the VIP bump to match my credit
limit, but continued to be an utter fucking failure of a customer
service experience. Let me explain...

DHH &
¥ @dhh - Follow

She spoke to two Apple reps. Both very nice,
courteous people representing an utterly broken and
reprehensible system. The first person was like “I don’t
know why, but | swear we’re not discriminating, IT'S
JUST THE ALGORITHM?”. | shit you not. “IT'S JUST
THE ALGORITHM!".

11:20 PM - Nov 8, 2019 ®

@ 36k @ Reply (2 Copy linkto post

Read 52 replies

e \What model was used? Can we
reproduce?
e \WWhat caused the issue? What

data was used?
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Credit Card Application Credit History

Purchase Classification
Model

Bank’s Cost and Risk
Preferences

Scoring Model

Market Conditions

Credit Limit Model

Offer




Debugging?

What went wrong? Where? How to fix?




Debugging Questions beyond
Interpretability

e Can we reproduce the problem?

e What were the inputs to the model?

e Which exact model version was used?

e What data was the model trained with?

e What pipeline code was the model trained with?

e Where does the data come from? How was it processed/extracted?

e Were other models involved? Which version? Based on which data?

e What parts of the input are responsible for the (wrong) answer?
How can we fix the model?




Breakout Discussion: Movie Predictions

Assume you are receiving complains that a child gets many recommendations about R-

rated movies

In a group, discuss how you could address this in your own system and post to
#lecture, tagging team members:

ow cou
OW Cou
Oow cou
Oow cou

C
C
C

C

you id
you iC
you ic

you IC

entify t
entify t
entify t

ne problematic recommendation(s)?
ne model that caused the prediction?

ne training code and data that learned the model?

entify what training data or infrastructure code "caused" the

recommendations?

K.G Orphanides. Children's YouTube is still churning out blood, suicide and cannibalism. Wired UK,
— 2018; Kristie Bertucci. 16 NSFW Movies Streaming on Netflix. Gadget Reviews, 2020


https://www.wired.co.uk/article/youtube-for-kids-videos-problems-algorithm-recommend
https://www.gadgetreview.com/16-nsfw-movies-streaming-on-netflix

Practical Data and Model
Versioning

e Versioning the data
e Versioning the model



Versioning Large Datasets

e Track the history of data
e Trace back the data used to train a model, even after we make
some changes to the data



How to Version Large Datasets?

InquiryID,CustomerID, InquiryDate, LoanType, LoanAmount, AccountSt
1001, 001, 2020-01-15, Mortgage, 250000, Open, Current

1002, 002,2020-02-20, Auto Loan, 20000, Closed, Paid Off

1003, 003,2020-03-05,Credit Card,5000,0pen, Late (30 days)

1004, 004, 2020-04-10, Personal Loan, 10000, 0pen, Current

1005, 005, 2020-05-15, Student Loan, 30000, Closed, Paid Off
1006, 001, 2020-06-20, Mortgage, 200000, Open, Current

1007, 002,2020-07-25,Cred1it Card, 7000, 0pen, Late (60 days)
1008, 003, 2020-08-30, Auto Loan, 15000, Closed, Paid Off
1009, 004, 2020-09-10, Personal Loan, 8000, Open, Current
1010,005,2020-10-15,Credit Card,10000,0pen,Late

(example customer data from the credit scenario, can be TBs!)



How to Version Large Datasets?




Recall: Event Sourcing

e Append only databases + offsets
e Record edit events, never mutate data

e Compute current state from all past events, can reconstruct old
state

e For efficiency, take state snapshots
e Similar to traditional database logs

createUser(1d=5, name="Christian", dpt="SCS")

updateUser (1d=5, dpt="ISR")
deleteUser(1d=5)




Versioning Strategies for Datasets

1. Store copies of entire datasets (like Git), identify by checksum
2. Store deltas between datasets (like Mercurial)
3. History of individual database records (e.g. S3 bucket versions)
e some databases specifically track provenance (who has changed
what entry when and how)
o specialized data science tools eg Hangar for tensor data
4. Offsets in append-only database (like Kafka), identify by offset
5. Version pipeline to recreate derived datasets ("views", different
formats)
e e.g.version data before or after cleaning?


https://github.com/tensorwerk/hangar-py

Aside: Git Internals

bak

1a410e 3c4e9c

refs/heads/master third commit tree new.txt

test.txt

\\\\A
e 6155eb test.txt
refs/heads/test second commit tree
new.txt
T~
fdfafc d8329f
first commit tree test.txt —»

1f7a7a
"version 2"

fa49he
"new file"

83baae
"version 1"

<+




Versioning Models




Versioning Models

Usually no meaningful delta/compression, version as binary objects

Any system to track versions of blobs



Versioning Models: Multiple Parts!

Hyperparam.

Associate model version with:

e pipeline code version
e data version
e hyperparameters



ML Versioning Tools (MLOps)

Tracking data, pipeline, and model versions

Modeling pipelines: inputs and outputs and their versions
e automatically tracks how data is used and transformed

Often tracking also metadata about versions

e Accuracy
e Training time



Example: ModelDB

e Low complexity
e Your responsibility to design what to log and when!

from verta import Client
client = Client(

proj client.set_project(

expt = client.set_experiment(

run = client.set_experiment_run( )

run. log_hyperparameters({ : 0.5})

run. Log_dataset_version( , dataset_
modell =




Example w/ Metadata: Experiment
Tracking

Log information within pipelines: hyperparameters used, evaluation
results, and model files

ml7 /o Github  Docs
Listing Price Prediction
Experiment ID: 0 Artifact Location: /Users/matei/mlflow/demo/mliruns/0
Search Runs: metrics.R2 > 0.24 m
Filter Params: Filter Metrics: Clear
4 matching runs Download CSV &
Parameters Metrics

Time User Source Version alpha 11_ratio MAE R2 RMSE

17:37 matei linear.py 3a1995 0.5 0.2 84.27 0.277 158.1

17:37 matei linear.py 3a1995 0.2 0.5 84.08 0.264 159.6

17:37 matei linear.py 3a1995 0.5 0.5 84.12 0.272 158.6

17:37 matei linear.py 3a1995 0 0 84.49 0.249 161.2




Speaker notes

Image from Matei Zaharia. Introducing MLflow: an Open Source Machine Learning Platform, 2018


https://databricks.com/blog/2018/06/05/introducing-mlflow-an-open-source-machine-learning-platform.html

Compatibility in Versioning

------ Al only Compatible update
—— Human-Al —— Incompatible update

Performance

tupdate

Bansal, Gagan, et al. "Updates in human-ai teams: Understanding and addressing the
— performance/compatibility tradeoff." AAAI 2019



Example: DVC (Data Version Control)

add 1mages
run -d 1mages -o model.p cnn.py

remote add myrepo s3://mybucket
push

e Tracks models and datasets, built on Git

e Define a sequence of steps (e.g. data processing, training,
evaluation) in a reproducible pipeline, incrementalization

e Orchestrates learning in cloud resources: Detect changes in any
step and re-run only the necessary parts when there’s an update

_ https:/dvc.org/



https://dvc.org/

DVC Example

e Higher complexity and constraints
e More automation and less manual work

stages:
features:
cmd :
deps:

params:

outs:

metrics:




Google's Goods

Automatically derive data dependencies from system log files
Track metadata for each table

No manual tracking/dependency declarations needed
Requires homogeneous infrastructure

Similar systems for tracking inside databases, MapReduce, Sparks,
etc.



Versioning Dependencies

Pipelines depend on many frameworks and libraries

Ensure reproducible builds

e Declare versioned dependencies from stable repository (e.g.
requirements.txt + pip)

e Avoid floating versions

e Optionally: commit all dependencies to repository ("vendoring")

Optionally: Version entire environment (e.g. Docker container)

Test build/pipeline on independent machine (container, Cl server, ...)



From Model Versioning to Deployment

Decide which model version to run where

e automated deployment and rollback (cf. canary releases)
o Kubernetis, Cortex, BentoML, ...

Track which prediction has been performed with which model version
(logging)



Logging and Audit Traces

Key goal: If a customer complains about an interaction, can we

reproduce the prediction with the right model? Can we debug the

model's pipeline and data? Can we reproduce the model?

e Version everything
e Record every model evaluation with model version

e Append only, backed up

date>, <model>, <model version>,<feature 1nputs>,<output

date>, <model>, <model version>,<feature 1nputs>,<output
date>, <model>, <model version>,<feature 1nputs>,<output




Logging for Composed Models

Ensure all predictions are logged

Image Object Search Sentiment
9 Detection Tweets Analysis

»| Overlay Tweet 9 Meme




Provenance Tracking

Historical record of data and its origin



Data Provenance

e Track origin of all data
= Collected where?
= Modified by whom, when,
why?
s Extracted from what other
data or model or algorithm?
e ML models often based on
data drived from many sources
through many steps, including
other models

Credit Card Application Credit History

Purchase Classification
Model

Bank’s Cost and Risk
Preferences

Market Conditions

Credit Limit Model

Offer




Versioning vs Provenance

Feature Data Versioning Data Provenance

Purpose Tracks changes in data over time Documents data's origin, lifecycle, usage

Primary Data states / changes between Data lineage, sources, and transformations

Focus versions

Granularity Focuses on entire datasets or files  Tracks individual data entries and
transformations

Application Rollbacks, collaborative editing Compliance, auditing, trust, and traceability

Example

Version 1.0, 1.1, 2.0 of a dataset

Source, timestamp, consent for each entry



Excursion: Provenance Tracking in
Databases

Whenever value is changed, record:

e who changed it

e time of change

e history of previous values

e possibly also justifcation of why

Embedded as feature in some databases or implemented in business
logic

Possibly signing with cryptographic methods



Tracking Data Lineage

[ L] 5]
. . fromtend-user
Cataleg Domain .

M@ overview O DATA @ ENVIRONMENTS  Ji MEMBERS

Inventory ACTIONS =

echnical name; inventary « Asset type: Glue Table

® Mew revision is available to publish.
atest revision: 4

This is the data a far the I

tory table.

SSMETADATA SCHEMA ASSETFILTERS DATAQUALITY LINEAGE ([ SUBSCRIPTION REQUESTS HISTORY




Tracking Data Lineage

Document all data sources

|dentify all model dependencies and flows
|deally model all data and processing code
Avoid "visibility debt"

(Advanced: Use infrastructure to automatically capture/infer
dependencies and flows as in Goods)


http://research.google.com/pubs/archive/45390.pdf

Example: Data Provenance Initiative

Key idea: Need to recover data provenance for existing datasets!

Data Lifecycle

Original
Sources

----------

______________

D1 Machine
—2 D4 Analysis
D2 4
- | -
I
Datasets
Links to | V& >
Aggregators :O arXiv :
L License Annotation Procedure
________________ Find Categorize Resolve -__
1 Licenses Licenses Conflicts ]

_A— ..... A ..... —L—.

Text Topics

Text Statistics
Task Categories
Formats
Languages
Collection Time
Num Downloads
Num Citations

Name / IDs
Source URLs

- GitHub

- Hugging Face
- Semantic Sch.
- Papers w Code
Academic Paper

Data Creators
Text Sources

Text Domains
Licenses

License Conditions



Example: Data Provenance Initiative

Can make many interesting
observations...

CoLLECTION ProperTY COUNTS Text LEns Dartaser Types
Datasers Diarocgs Tasks Lancs Torics Domains Downs |Inetr Ter |Source Z2 F C R M Usse O
Airoboros 1 17k 5 2 10 1 1k (347 1k| @& v oV
Alpaca 1 52k 8 1 10 1 100k |505 270 & oV
Anthropic HH 1 161k 3 1 10 1 82k 69 311 @ v
BaizeChat 4 210k 12 2 37 3 <1k 74 234 @ v oV
BookSum 1 7k 4 1 10 1 <lk |14k 2k| & ' @]
Camel Al Sci. 3 60k 2 1 29 1 <lk |190 2k| & ov
CoT Coll. 6 2,183k 12 7 29 1 <lk |728 265| @& (4 ov
Code Alpaca 1 20k 3 2 10 1 5k 97 19| @ v v
CommitPackFT 277 702k 1 278 751 1 4k (645 784| 1 v
Dolly 15k 7 15k 5 1 38 1 10,116k |423 357| (& "4
Evol-Instr. 2 213k 11 2 17 1 2k |F70 2k| @ v ov
Flan Collection 450 9813k 19 39 1k 23 19k 2k 128| B v v v v
GPT-4-Alpaca 1 55k 7 1 10 1 1k [130 543| @& v oV
GPT4AllJ 7 809k 10 1 56 1 <1k (883 1k| @& v v
GPTeacher 4 103k 8 2 33 1 <lk (227 360 @@ v v
Gorilla 1 15k 4 2 10 2 <lk (119 76| @ v v
HC3 12 37k 6 2 102 6 2k |119 652| = v v
Joke Expl. 1 <1k 2 1 10 1 <1k | 96 »547| "4
LAION OIG 26 9211k 12 1 171 11 <lk 343 595| f v v
LIMA 5 1k 10 2 43 6 3k 228 3k| (@ v v v Q
Longform 7 23k 11 1 63 4 3k |810 2k| & ¢ v
OpAsst OctoPack 1 10k 3 20 10 1 <lk |118 884| (& v
OpenAl Summ. 1 93k 5 1 10 1 14k 1k 134 @ v v
OpenAssistant 19 10k 4 20 99 1 14k (118 711| @ v
OpenOrca 4 4,234k 11 1 30 23 28k 1k 492 @& v ov
SHP 18 349k 6 2 151 1 4k |824 496| & v
Self-Instruct 1 83k 6 2 10 1 3k (134 104| & v v
ShareGPT 1 77k 9 1 10 2 <1k (303 1k| @ v v
StackExchange 1 10,607k 1 2 10 1 <lk | 1k 901| & v
StarCoder 1 <1k 1 2 10 1 <lk |195 504| & v
Tasksource Ins. 288 3,397k 13 1 582 20 <lk |518 18| & v oV
Tasksource ST 229 338k 15 1 477 18 <lk | 3k 6| @& v v
TinyStories 1 14k 4 1 10 1 12k |517 194k| @& v v
Tool-Llama 1 37k 2 2 10 1 - 7k 1k| @ v ov
T Tlvalr hat 1 1 A6RL 7 1 11 ) a1 |nan -] e o o &




Example: Data Provenance Initiative

Can make many interesting
observations, on creators...

e Most data come from
academic, then industry labs

e Also from Wikimedia, then
social media

NAME Per NaMmEe Pcr NaMme Pcr
ACADEMIC 68.7% QuEsTION ANSWERING  36.0% EncycrLoreDIAS 21.5%
University of Washington | 8.9% Question Answering 27.7% wikipedia.org 14.6%
Stanford University 6.8% Multiple Choice Questi... 3.9% wikihow.com 2.7%
New York University 5.4% Information Extraction 1.8% dbpedia 14%
University of Southern... | 3.5% TexT CLASSIFICATION ~ 29.9% SociaL MEpia 15.9%
Carnegie Mellon Univer... | 3.5%
Saarland University 2.6% Text Classification 16.1% reddit 6.2%
Cardiff University 2.3% Sentiment Analysis 9.8% twitter 4.0%
Named Entity Recognition 4.3% quora 1.6%
InpDusTRY LAB 21.4%
NaTturaL Lancuace INF... 21.1% GEeNERAL WEB 11.2%
Facebook AI Research 8.4%
Microsoft Research 41% Textual Entailment 14.6% undisclosed web 7.0%
Google Research 2.9% Natural Language Infer... 5.3% commoncrawl.org 2.5%
DeepMind 1.9% Fact Verification 1.3% data.world/samayo/coun...| 0.6%
Microsoft Semantic Mac... | 0.9% OpPEN-FORM TEXT GENER... 11.3% News 11.1%
[AVER AI Lab 8%
IS\II " R 4 h 8 3‘; Open-form Text Generation 2.2% cnn.com 1.6%
alestorce Hesear i Title Generation 1.5% financial news 1.5%
ResearcH Grour  17.1% Inverted Summarization 1.2% press releases 1.4%
A2 12.3% SHORT TeExT GENERATION 10.9% ENTERTAINMENT 8.5%
LUE t 0.5%
ilU T eellm Institut 0 :‘o/o Question Generation 4.0% opensubtitles.org 2.5%
. ?X‘mng sttute 0‘;0/" Fill in The Blank 14% imdb.com 1.6%
ode ) o Inverted Multiple-Choi... 0.9% travel guides 1.3%
Qatar Computing Resear...| 0.4%
Barcelona Supercomputi... | 0.4% DiaLoc GENERATION 9.0% CobE 5.7%
BigCode 0.2% Dialogue Generation 4.2% stackexchange.com 2.0%
CORPORATION 15.8% Dialog Generation 3.7% github 1.2%
Dialogue Act Recognition 0.4% opus software projects 0.9%
Google 2.1% Cin il P P
1BM 2.0% SUMMARIZATION 6.3% Exams 5.6%
Microsoft 14% Summarization 5.7% web exams 2.9%
Wind Information Co. 14% Simplification 0.5% gmat 1.1%
Snap Inc. 1.3% Summarization of US Co... 0.1% gre exams 0.9%
Meta 1.1%




Example: Data Provenance Initiative

Ca n ma ke ma ny inte reSti ng @) Regular. Synthetic (OpenAl ChatGPT) X Synthetic (OpenAl GPT-3)
observations, on data source...

e More synthesized datasets
e Very different distribution

Target Text Length

Input Text Length

Longpre et al. "A large-scale audit of dataset licensing and attribution in Al" Nature Machine

= Intelligence 2024


https://www.nature.com/articles/s42256-024-00878-8

Example: Data Provenance Initiative

O b S e rve I S S u eS I n d a ta CORRECT LICENSE LICENSE ACCORDING TO AGGREGATORS (AGG.)
LicENSE Counr ||Acc.| Comm. Unspec. NonN-Comm. Acap.-ONLy
provenance: Many datasets are s | °] ® w0 :
Commercial (46.1%) || © 176 677 1 2
313 520 1 22
annotated to have more T B
. . . Unspecified (3%_77(2)/0) % 164 395 6 5
permissive licenses than they | EE
.1 352

Non-Commercial ({q o, % 113 152 80 7
actually have! (190%) A R
30 0 9 71 0 0
Academic-Only 43%) || © 9 65 2 4
5 65 2 8

1858 || © 519 (28%) 1339 (72%) 0 (0%) 0 (0%)

Total (100%) || * 462 (25%) 1289 (69%) 89 (5%) 18 (1%)

351 (19%) 1299 (70%) 161 (9%) 47 (3%)

Longpre et al. "A large-scale audit of dataset licensing and attribution in Al" Nature Machine
— Intelligence 2024


https://www.nature.com/articles/s42256-024-00878-8

Example: Data Provenance Initiative

Make interesting
observations on what
you can and cannot
train models on (blue is
commerially usable, red
is not)

(40) (73) (97) (188) (22) (135) (102) (42) (12) (24) (50) (68) (48) (11) (27) (15)
30.0 20.5 247 28.2 13.6 11.1 19.6 28.6 20.8 12.0 13.2 14.6 20.0

100%
3 l-m'l- 38.2
X 80% E 60.3 1 40.2 -Em 33.3 [ 40.0 ] 38.2 | 354 |
(]
o 60%
2 7 37 =9 td058 41 7 45 8 Lol 08 Resd
qCJ 40% 35010 135.60 B36:40 B37°0
9]
= 20%
g-) ()
0%
‘5 T ‘O 0 5 [ 0D 6 6 \ “C e 5 \ \9
«\“‘e“ a'\“«\e‘\e@\\Ne \oOed\ao(ot“e"c.\a WO et oot ed? cade‘:\ co® «\Q\a‘ieéga‘“ d\)ca"‘° PRGN
ooV g™ e eodc o god Péa‘)e( 12 one®

(95) (39) (256) (34) (308) (182) (77) (23) (18) (97) (33) (27) (27) (51) (21) (10)

40.0 23.1 25.0 35.3 31.2 25.8 15.6 247 12.1 14.8 14.8 15.7 14.3 10.0

ﬂ - lﬂl- 14.8 %

69.7 70.4 70.4 _J2.5

52.0

e o o ) \ o e a0 G0 e U | 0™ w09
’ﬂe"“oﬁa“s\a‘\ of a“ ~/«fﬁ)é& o B Vc\ge“"’(&&\ \eP‘“a\\Pc,é"aQQ\c;ef‘e(a“‘\qe\““\“ se‘?‘“’e?\e e &0 \C &\m’:@ o 5‘0‘«\\
6\(\0(“ ,‘e*‘-c 6\3§(‘0\) 5’(,\0 _\a\og age“p‘-\i 6 Q\)e‘\ “\,‘Q‘F‘- (e’é‘ «\0(\ g €
Q £of

_ Longpre et al. "A large-scale audit of dataset licensing and attribution in Al." Nature Machine

- Intelligence 2024



https://www.nature.com/articles/s42256-024-00878-8

Feature Provenance

How are features extracted from raw data?
e during training
e during inference

Has feature extraction changed since the model was trained?

Recommendation: Modularize and version feature extraction code

Example?



DVC Example

stages:
features:
cmd :
deps:

params:

outs:

metrics:




Advanced Practice: Feature Store

Stores feature extraction code as functions, versioned
Catalog features to encourage reuse

Compute and cache features centrally

Use same feature used in training and inference code

Advanced: Immutable features -- never change existing features, just
add new ones (e.g., creditscore, creditscore2, creditscore3)



Model Provenance

How was the model trained?
What data? What library? What hyperparameter? What code?

Ensemble of multiple models?



Unified Model Record (UMR)

UMR tracks the entire lifecycle of a model, including design,
development, testing, and deployment phases.

Feature Model Card Unified Model Record (UMR)

Purpose Summarizes model's purpose, Tracks full model lifecycle and
limitations, and usage operations

Content Usage guidelines, ethical Technical specs, lifecycle history,

Focus considerations, limitations compliance records

Compliance Limited focus on regulatory compliance Aligned with governance and
regulatory standards

Maintenance Updated occasionally, typically per Continuous updates with lifecycle
major update events and audits

= https:/modelrecord.com/


https://modelrecord.com/

In Real Systems: Tracking Provenance
Across Multiple Models

Image Object Search Sentiment
9 Detection Tweets Analysis

»| Overlay Tweet 9 Meme

Version all models involved!

Example adapted from Jon Peck. Chaining machine learning models in production with Algorithmia.
— Algorithmia blog, 2019


https://algorithmia.com/blog/chaining-machine-learning-models-in-production-with-algorithmia

Complex Model Composition: ML Models
for Feature Extraction

[ Traffic Light Trajectory

Recognition Al
Prediction
bounding Horizon_Light lght /—\
. Traffic Light ic li
—, Traffic Light boxes Postprocgss traffic light result messege
Detection Vertical Light Vehicle Cruise_Cutin
. Traffic Light Scenarios Manager : n
Lane_Detection Quadrate_Light rattic L Vehicle_Cruise_Go

Vehicle_Junction_Map

LiLlll )
= o Image Dl polynomial curve e
3 = > Preprogcess and lane type Lane Postprocess final lane result / : \ messege Prediction
. - —> .

) " Container
— i > Vehicle_Junction_ MLP

\/—\ v Lane Line

c Camera
obstacle information amera . «————————| Galibration
—— > Postprocess | _

\/—\ % precept obstacle

message

Cruise

LiDAR_Obstacle_Detection .
Bicycle Vehicle RNN

Vehicle_Lane_Scanning

Camera_Obstacle Detection

Vehicle. MLP

LiDAR_Velodyne 16 obstacle final object ﬂ ﬁ

= A
_ Point Clouds information LIDAR Fusion result .
—
o Preprocess |———>| Postprocess Vehicle Lane Aggregate
(r—1m) LiDAR_Velodyne 64 X
© © - - \/—\ Pedestrian

Pedestrian_LSTM

LiDAR LiDAR_ Velodyne_128 (- -
o o \ J

Radar Vehicle(truck or car)
Detection |—
Result

Image: Peng, Zi, Jingiu Yang, Tse-Hsun Chen, and Lei Ma. "A first look at the integration of machine
— learning models in complex autonomous driving systems: a case study on Apollo." In Proc. FSE.

~ 2020.




How about Provenance for Foundation
Models?




Complicated Foundation Models

Unified Model Records

Type: Model

LLaVA-1.6 Vicuna 13B

Tags: operio:

Mame

Descrition

Version
1.00
Publisher
LMSYS Org
Model type
Chathet
Ralease date
2023-03-30

RELATIONS

THE CARDS

UMR CARD METADATA
General information.

MODEL CARD

LLaVA-1.6 Vicuna 138

Science OA is a dataset designed for evaluating and training models in the task of
answering science-related guestions.

LLaWA
vicuna-13b

science-ga

coen

« CC3M

mm-ingtruct-data

DEI ATINMEWID NDADU

. cuna
Unified Model Record

MODEL DETAILS

General information sbout the model
Science 04 is o daotaset designed for evaluating and
training models in the task of answering ac
questions.
PACKAGES

Namaz
miFHnscl-data
Namaz-13t

aotd
LLava-15-Vicuna-138
SCIANCH-GI

coon
vicuna-13b
CCaIM

openai-gpt
wicuna-70k-gpad
LLavA

vicunn

Model Card
INTENDED USE

* Regearch and Scademic PUIposes 10 advance 1 Niald of
Manal language pOcessing and chatbio? desgn,

+ Devalopars and enthugiasts 1o axplors chatbor tachnolo-
@es and implement in non-commarcial projects

+ Educational nstitutions for teaching concepts related to
Al and chatbots,

« Man-profit organizations 1o enhance their customer sup-

Asteased: 2023-03-30

* GPT4 used for preliminary evalation 1o benchmark
aganst ChatGPT and Google Bard
= Responees compared for detailed and well-structured an-

]

= Eight question categanes devised 10 AR8eas VArous as-
pects of chathot parformance

= Comparsan bagsed on halpluiness, relvanca, Bccunacy.
and detall of responses.

TRAINING DATA

- 0K wsershared gathared
from ShareGPT com,

+ HTML content converted back to markdown to fitter and
maintain data qualkity.

+ Lengthy conversations divided into amaller segments to
it rreovdel’s maxinuem context kengih.

- Dataset axpanded 1o enaure Vicuna understands long
cone

such as gradient inting ard flash at-
teniticn i ol
ficiarly.

ETHICAL CONSIDERATIONS

+ Ensure the model does not generate harmiful or blased
cwuvlbyllmmmkhg adoguate safaty moasures.

* Bo transpasent about the model's capabilties and limita-
tions o users and stakeholders.

* Consider the enviranmenital impact of traning large mod-
els and strive for mare energy-efficiert methodologies.

* Respect user privacy and data protection laws, especially
whan dealing weth convareation data

part or engegement through chatbots. * Rop the model g0 P
o pectations.
FAcTORS RECOMMENDATIONS
"t Googie Bar T e 8 for and research purposes

* Cost-effectiveness of raining the model

+ Accessibllity of the model for romcommercial use.

« Poterial for the community 1o contribute ta model im-
provement

+ Ease of integration into exieting sysiems for developers.

EVALUATION DATA

+ TOK uger-ghared ChatGPT conversations ware used for
fne-tuning

o explore limitations and potential improvements.

+ Gonsder the ethical implications of deploying chatbots
and adhere 1o fair use policies

* Because Vicuna is operrsource, contributions such as
busg frmes, fsture enhancements, and training on diverse
datasets are recommendled

- Engage with i
#ong, sharing use cases, and providing feedback.

= Saay informed about future updanes and verions by fol-
loilng the project’s afficisl camimanication channala.

Page1af 1

Llama 2 138

Vicuna-13B

LLaVA-1.6 Vicuna 13B

Wang, Keyu, et al. "Mitigating Downstream Model Risks via Model Provenance." arXiv 2024

53



Summary: Provenance

Data provenance
Feature provenance

Model provenance



Breakout Discussion: Movie Predictions
(Revisited)

Assume you are receiving complains that a child gets mostly
recommendations about R-rated movies

Discuss again, updating the previous post in #lecture:

e How wou
e How wou

the mode
e How wou

d you identify the model that caused the prediction?

d you identify the code and dependencies that trained
?

d you identify the training data used for that model?



Reproducability



On Terminology

Replicability: ability to reproduce results exactly

e Ensures everything is clear and documented
o All data, infrastructure shared; requires determinism

Reproducibility: the ability of an experiment to be repeated with
minor differences, achieving a consistent expected result

e |n science, reproducing important to gain confidence
e many different forms distinguished: conceptual, close, direct, exact,
independent, literal, nonexperiemental, partial, retest, ...

Juristo, Natalia, and Omar S. Gomez. "Replication of software engineering experiments." In Empirical
software engineering and verification, pp. 60-88. Springer, Berlin, Heidelberg, 2010.


https://www.researchgate.net/profile/Omar_S_Gomez/publication/221051163_Replication_of_Software_Engineering_Experiments/links/5483c83c0cf25dbd59eb1038/Replication-of-Software-Engineering-Experiments.pdf

"Reproducibility” of Notebooks

2019 Study of 1.4M notebooks on GitHub: 2020 Study of 936 executable notebooks:

e 21% had unexecuted cells o 40% produce different results due to

o 36% executed cells out of order nondeterminism (randomness without seed)

e 14% declare dependencies e 12% due to time and date

e success rate for installing dependencies e 51% due to plots (different library version,
<40% (version issues, missing files) API misuse)

e notebook execution failed with exception in o 2% external inputs (e.g. Weather API)
>40% (often ImportError, NameError, e 27% execution environment (e.g., Python

FileNotFoundError)

e only 24% finished execution without
problem, of those 75% produced different
results

package versions)

Pimentel, Joao Felipe, et al. "A large-scale study about quality and reproducibility of jupyter
notebooks." In Proc. MSR, 2019. and Wang, Jiawei, K. U. O. Tzu-Yang, Li Li, and Andreas Zeller.



Practical Reproducibility

Ability to generate the same research results or predictions
Recreate model from data

Requires versioning of data and pipeline (incl. hyperparameters and
dependencies)



Nondeterminism

e Model |

nference almost always deterministic for a given model

e Many machine learning algorithms are nondeterministic

= Nonc
initia

x Nonc

eterminism in neural networks initialized from random
weights
eterminism from distributed computing, random forests

s Determinism in linear regression and decision trees
e Many notebooks and pipelines contain nondeterminism

= Depend on time or snapshot of online data (e.g., stream)
m |nitialize random seed

= Different memory addresses for figures
e Different library versions installed on the machine



Recommendations for Reproducibility

e Version pipeline and data (see above)
e Document each step
= document intention and assumptions of the process (not just
results)
m e.g., document why data is cleaned a certain way
m e.g., document why certain parameters chosen
e Ensure determinism of pipeline steps (-> test)
e Modularize and test the pipeline
e Containerize infrastructure -- see MLOps



Summary

Provenance is important for debugging and accountability
Data provenance, feature provenance, model provenance
Reproducibility vs replicability

Version everything!

o Strategies for data versioning at scale

e Version the entire pipeline and dependencies
e Adopt a pipeline view, modularize, automate
e Containers and MLOps, many tools



Further Readings

e Sugimura, Peter, and Florian Hartl. “Building a Reproducible

Machine Learning Pipeline.” arXiv preprint arXiv:1810.04570 (2018).

e Chattopadhyay, Souti, Ishita Prasad, Austin Z. Henley, Anita Sarma,
and Titus Barik. “What'’s Wrong with Computational Notebooks?
Pain Points, Needs, and Design Opportunities.” In Proceedings of

the CHI Conference on Human Factors in Computing Systems,
2020.
e Sculley, D, et al. “Hidden technical debt in machine learning

systems.” In Advances in neural information processing systems, pp.

2503-2511. 2015.


https://web.eecs.utk.edu/~azh/pubs/Chattopadhyay2020CHI_NotebookPainpoints.pdf
http://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf

Bonus: Debugging and
Fixing Models

See also Hulten. Building Intelligent Systems. Chapter 21

See also Nushi, Besmira, Ece Kamar, Eric Horvitz, and Donald Kossmann. "On human intellect and
machine failures: troubleshooting integrative machine learning systems.” In Proceedings of the Thirty-
= First AAAI Conference on Artificial Intelligence, pp. 1017-1025. 2017.


http://erichorvitz.com/human_repair_AI_pipeline.pdf

Recall: Composing Models: Ensemble and
metamodels

Ensemble
Model 1 [ p,
Input Model 2 |9 p,
Model 3 [ p,

Legend:

Metamodel / model stacking

Model 1 [ p,
D Input Model 2 [ p, mg;aél
avg./
mode/ Model 3 [ p,
max/...

machine-learned model, ®non-ML aggregation function, P prediction



Recall: Composing Models: Decomposing
the problem, sequential

Image Visual Language Caption
objects+ captions best
confidence caption



Recall: Composing Models: Cascade/two-
phase prediction

Instrument
Type >,

| Detector
Audio Instrument D P, large cloud

Snippet Detector model
small binary _
on-device model no instrument )



Decomposing the Image Captioning
Problem?




Speaker notes

Using insights of how humans reason: Captions contain important objects in the image and their relations. Captions follow typical language/grammatical structure



State of the Art Decomposition (in 2015)

#1
A man flying
through the air
on a snowboard.

A
snowboard, 0.96 A man flying through
snow, 0.94 the air on a snowboard.
man, (.89 e
mountain, 0.87 A man riding skis
J skis, 0.71 on a snowy mountain. ,
Visual I/0O . Language I/0 N Caption
Detector Model Reranker

Example and image from: Nushi, Besmira, Ece Kamar, Eric Horvitz, and Donald Kossmann. "On

— human intellect and machine failures: troubleshooting integrative machine learning systems." In
~ Proc. AAAI. 2017.


http://erichorvitz.com/human_repair_AI_pipeline.pdf

Blame assighment?

Visual Language Caption
Detector Model Reranker
1. teddy 0.92 1. A teddy 1. A blender
2.0n 0.92 bear. sitting on top
3. cake 0.90 2. A stuffed of a cake.
4. bear 0.87 bear. 2. A teddy
5. stuffed 0.85 bear in front
15. blender 0.57 108. A of a birthday
blender cake.
. 3. A cake
sitting on top o
of a cake. sitting on top
of a blender.

Example and image from: Nushi, Besmira, Ece Kamar, Eric Horvitz, and Donald Kossmann. "On
— human intellect and machine failures: troubleshooting integrative machine learning systems." In
~ Proc. AAAI. 2017.


http://erichorvitz.com/human_repair_AI_pipeline.pdf

Nonmonotonic errors

Visual Fixed Visual
Detector Detector
teddy 0.92 teddy 1.0
computer 0.91 bear 1.0
bear 0.90 wearing 1.0
wearing  0.87 keyboard 1.0
keyboard 0.84 glasses 1.0
glasses  0.63
1. a person wearing
1. A teddy bear glasses and holding
sitting on top a teddy bear sitting
of a computer. on top of a keyboard.

Example and image from: Nushi, Besmira, Ece Kamar, Eric Horvitz, and Donald Kossmann. "On

— human intellect and machine failures: troubleshooting integrative machine learning systems." In
~ Proc. AAAI. 2017.


http://erichorvitz.com/human_repair_AI_pipeline.pdf

Chasing Bugs

e Update, clean, add, remove data

e Change modeling parameters

o Add regression tests

e Fixing one problem may lead to others, recognizable only later



Partiioning Contexts

e Separate models for different
subpopulations

e Potentially used to address
fairness issues

e ML approaches typically
partition internally already

input

pick model

Y T

modell

model2

model3

S~

—

yes/no




Overrides

e Hardcoded heuristics (usually
created and maintained by
humans) for special cases

e Blocklists, guardrails

e Potential neverending attempt
to fix special cases

input

blocklist

model

guardrail




|ldeas?
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